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Introduction
Test adaptation is a comprehensive scientific process by which a measure 
is transformed for appropriate usage from an original language and cul-
ture to a target language and culture.  Test adaptation is based on trans-
lation but may also encompass transformations to other components of 
the test, such as item content, item format, scaling of items, structure of 
the test, scoring keys, norms, graphical layout, and others. Test adapta-
tion is a ubiquitous process and is present either explicitly or implicitly in 
most of psychological research and practice. .

Although published overwhelmingly in English language outlets, much if not most re-
search on adaptation is conducted in countries where the native language is not English, 
and data are collected with adapted forms of the reported measures. Although tests are 
preferentially developed in some few countries and usually in the English language, they 
are used all around the world by professionals in their work with clients. Even within Eng-
lish-speaking countries, tests are frequently adapted to reflect differences in user back-
ground and experiences. The basic assumption behind using the adapted measure is that 
it is, for all practical reasons, similar to the original. A violation of this assumption has im-
portant implications (van de Vijver & Poortinga, 2005). Research published with various 
different-language forms of a measure is only generalizable if these same-named but differ-
ent-language or cultural measures are similar to each other. If the adapted form of a test is 
not similar to the original, research conclusions derived from the new version do not gener-
alize, and validity evidence based on the original test may not be applicable. Practical in-
terpretations and decisions made on the basis of an adapted test are only warranted if the 
validity evidence accumulated on the original test applies or transfers to the adapted form.

The assumption that the original and adapted measure are similar reflects a form of 
validity generalization, that is, the degree to which evidence of validity obtained in one 
situation or context can be generalized to other situations or contexts without the need to 
explicitly research the validity in the new situation or context (AERA, APA, & NCME, 2014). 
A test is only adapted for professional use because of its usefulness, which it is warranted 
by the validity evidence that the test has amassed in time and which is contained in its in-
terpretive documentation (e.g., technical manuals, user guides, white papers, intervention 
planners, etc.). If the evidence and interpretive documentation of a test cannot be “inher-
ited” and used in the new culture, then developing a new test may be more attractive than 
adapting one.

The similarity between the original form of a test and its adapted version is called 
“equivalence” or “invariance.” When a test lacks equivalence, it is usually considered biased 
when used in contexts or with groups for which the test has exhibited nonequivalence.

Equivalence should be understood as one aspect of validity (Iliescu, 2017). The rela-
tionship between test scores (and the underlying constructs the respective test scores 
should reflect) is the same across different uses of the test. These different instances can 
be, for example, different groups (i.e., equivalence of test scores for minority and majority 
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groups), contexts (i.e., equivalence of test scores for low-stake vs. high-stake testing), or 
separate forms of a test (i.e., original source-language form vs. adapted target-language 
form). This latter case of equivalence is important for test adaptations.

The most widely accepted definition of validity is that “validity refers to the degree to 
which evidence and theory support the interpretations of test scores for proposed uses 
of tests” (AERA, APA, & NCME, 2014, p.11). In practical settings, the interpretation of test 
scores provided by an adapted form of a test is intended to follow the evidence provided 
by the original test. In research settings, the interpretation of test scores stemming from 
an adapted form of a test is intended to contribute to the evidence accumulated by the 
original test. Such an interpretation of scores should not be given unless the two forms are 
virtually identical. Equivalence therefore refers to the degree to which the empirical evi-
dence supports the fact that the adapted version of the test is similar to the original ver-
sion and warrants the same score interpretations.

It should be noted that equivalence, as traditionally discussed in the literature, is con-
cerned foremost with measurement aspects, that is, with the similarity of the various com-
ponents of the test (e.g., items, scales, structure), and does not actually offer evidence for 
similarity of relationships between test scores and external criteria in the two cultures or 
groups. Such differential prediction is usually indicated by slope and intercept differences 
across subgroups when a criterion is regressed on test scores (Bartlett, Bobko, Mosier, & 
Hannon, 1978). 

When compared against the six sources of validity evidence outlined by the Stand-
ards for Educational and Psychological Assessment (AERA, APA, & NCME, 2014, pp. 13-16) 
equivalence may offer positive evidence on only three: (a) evidence based on test con-
tent (i.e., is the content of the original and adapted measure equivalent?), (b) evidence 
based on response processes (i.e., the cognitive processes in which test takers engage 
are similar), and (c) evidence based on internal structure (i.e., the relationships between 
the different components of the test, such as test items and test scales, are similar). As a 
result, equivalence does not offer strong evidence for generalizability: It only offers some 
evidence for the possibility to generalize from one cultural context to another, exclusive-
ly related to measurement aspects. Hence, also the preferred wording of “measurement 
equivalence.” A great deal of the literature on equivalence involves investigations of the 
internal structure of the test, usually through item response theory or confirmatory factor 
analytic examinations of data collected from multiple groups of respondents. A measure 
is invariant when members of different populations who have the same standing on the 
construct being measured receive the same score on the test. Conversely, a measure lacks 
equivalence when two individuals from different populations who are identical on the con-
struct score differently on the test.

A measure is invariant when 
members of different populations 
who have the same standing on the 
construct being measured receive 
the same score on the test.
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Item response theory. Two major methods have been used to identify invariance. The 
first arising from IRT posits that test items are equivalent when the curve representing the 
relationship between the underlying trait and the probability of a correct response is iden-
tical across subgroups of individuals (Embretson & Reise, 2000). Uniform DIF occurs when 
the expected scores of one group are uniformly higher than those of another group. Non-
uniform DIF occurs when scores are lower (or higher) than expected as a function of their 
level on the construct being measured. Tests of significance of DIF are available as are 
effect sizes, and there is also a cumulative index of DIF called differential test functioning 
(DTF).

Confirmatory factor analysis. The second approach employs confirmatory factor anal-
ysis (CFA) to assess measurement equivalence. In factor analytic terms, each item or indi-
cator of a latent construct comprises variance related to the underlying factor (the factor 
loading represents this linear relationship), unique variance unrelated to the factor, and a 
constant or intercept. The most basic level of invariance, termed configural invariance, is 
represented by a situation in which items load on the same factor across multiple groups, 
but the degree of relationship, represented by the factor loadings, may vary across groups. 
This baseline model is usually compared with a metric invariance model in which the factor 
loadings for each group are constrained to equality. Factor loadings represent the strength 
of the relationships between items and factors or, in a regression sense, the weights ob-
tained by regressing the items on the factor they are thought to represent. When factor 
loadings are equal, the unit of measurement is equal across groups and cross-group predic-
tive relationships (relationships with variables external to the factor model) are compara-
ble. Scalar invariance requires that the intercepts, as well as the factor loadings, associated 
with item–factor relationships be equal across groups. With scalar invariance, the observed 
means of different groups can be compared meaningfully. The fourth form of measurement 
invariance is the invariance of the uniquenesses associated with each item. Invariance of 
uniquenesses indicates equivalence in the precision of measurement of each item. Some 
maintain that strict factorial invariance including metric, scalar, and uniqueness invariance 
is required for valid comparisons of observed group means. Equivalence in uniquenesses is 
not required for comparisons of latent means as the measurement errors are partialed out 
in CFA analyses (Meredith, 1993). Tests of the equality of factor variances and covariances 
provide evidence of the equivalence of construct relationships. Test of the equality of latent 
means—which would be conducted next—may often be the central research question.

As mentioned above, when some items are invariant whereas others lack equivalence, 
we have a condition referred to as partial invariance. Partial invariance can be incorporat-
ed into CFA models. Statistical tests of invariance follow a sequence of steps outlined by 
Vandenberg and Lance (2000) as well as others.

Differences across groups occur 
relatively frequently but are not 
large, often do not replicate, and are 
often not easily explained post hoc. 
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 Both IRT and CFA examinations of measurement equivalence provide statistical 
tests of the differences across groups as well as goodness-of-fit measures for various 
models and may provide evidence of the degree to which a test has been successfully 
adapted if scores on the original and adapted version of the test are available for some 
group of respondents. CFA can also be used to test the various levels of equivalence as 
outlined above. Tests of uniform and nonuniform DIF in IRT analyses are analogous to tests 
of factor and scalar equivalence in CFA

Lack of equivalence can be the result of bias in a number of components of the test. 
These various sources of bias have been traditionally discussed in the literature under three 
large headings: construct bias, method bias, and item bias (van de Vijver, 2016). These 
sources of bias define corresponding categories of equivalence: construct equivalence, 
method equivalence, and item equivalence. Construct bias refers to bias related to the 
measured construct itself. Nonequivalence (or lack of configural invariance in CFA terms) 
may appear in construct-related issues if the construct that was initially targeted by the 
original version of the test does not exist at all or does not exist in the same way in the 
target culture of the adaptation process. Method bias refers to bias related to the method 
(the testing process) and is in fact a generic term for any number of nuisance factors that 
are related to the direct testing process and to the sample (sample bias), the measure itself 
(instrument bias), and the administration procedure (administration bias). Item bias refers 
to bias related to one or more items of the test. Item bias may appear due to, for example, 
poor translation or poor cultural adaptation. Item equivalence is the situation in which each 
item of the adapted form of the test elicits the same response and at the same intensity 
when administered in the target culture (scalar equivalence in CFA terms), as that particu-
lar item does in the original form of the test when administered in the source culture.

Differences across groups occur relatively frequently but are not large, often do not 
replicate, and are often not easily explained post hoc. Our recommendation is that re-
searchers should continue to analyze responses to their measures for a lack of invariance 
whenever possible and consider available effect sizes and the sensitivity of the tests for 
invariance (Meade, 2010; Meade, Johnson, & Braddy, 2008). They should also focus on the 
degree to which findings of a lack of invariance are interpretable and have relevance for 
decisions that are made using the instrument. In addition, the impact of a lack of invari-
ance on the evaluation of substantive hypotheses regarding relationships among variables 
should be examined.
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