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Insufficient effort responding (IER) on psychological assessments is a well-studied topic with far-reaching implications 
that stretch across many organizational domains (Huang et al., 2012; Maniaci & Rogge, 2014; Meade & Craig, 2012).1 IER, 
unfortunately, threatens data quality in assessments of psychological and organizational topics. Researchers have, for 
instance, detected IER in various assessments, including low-stakes employee surveys (e.g., Bowling et al., 2016, Study 
1), job analysis questionnaires (e.g., Morgeson et al., 2016), personality assessments (e.g., Huang et al., 2024), and ability 
tests (Ramsey & Bowling, 2024). In the current white paper, we review the IER literature and provide practical advice that 
organizational practitioners and researchers can use to mitigate the effects of IER in their data. 

Review of the IER Literature

What Is IER? 

IER occurs when respondents complete an assessment without following the instructions, reading the questions, or 
providing thoughtful responses (Huang et al., 2012). Some inattentive respondents, for instance, may respond while dis-
tracted or in a hurry; others may only superficially attend to survey content or ignore it entirely. IER can occur in any data 
collection effort. IER rates vary across study contexts and sample types, but 5% to 15% of survey responses may exhibit 
notable IER, and far more may exhibit IER for only a portion of the survey (Meade & Craig, 2012). Even small rates of IER 
may pose a risk to the accuracy of findings (see Credé, 2010; DeSimone et al., 2018; Huang, Liu, & Bowling, 2015). 

Why Does IER Matter? 

IER leads to scores that do not accurately reflect the construct of interest. Assessments that contain IER will produce mis-
leading research results. Intuitively, respondents who answer questions in ways that do not accurately reflect their true 
standing on a construct are providing data of questionable utility to practitioners and researchers. Undesirable effects of 
these misleading responses can manifest in several ways: 

1. IER can affect the mean scores observed within a given dataset. Such effects occur because, as a group, inattentive 
respondents (or a particular respondent who selects responses at random) generally score closer to a scale’s midpoint 
than do attentive respondents (Credé, 2010; Huang et al., 2024; Huang, Liu, & Bowling, 2015). Consider, for exam-
ple, workers’ responses to a 7-point job satisfaction measure. Because most people are satisfied with their jobs (see 
Spector, 1997), we would expect that attentive respondents as a group would score well above the scale’s midpoint 
value of 4. On the other hand, we would expect that inattentive respondents as a group would score near the scale’s 
midpoint value. As a result, IER would produce results that underestimate the workers’ true job satisfaction levels.

2. IER can affect a scale’s reliability and validity (DeSimone et al., 2018). The presence of IER, for example, can lower a scale’s 
observed alpha or omega estimates (Huang et al., 2012) and distort a scale’s structure within an exploratory factor analy-
sis. This is especially true for scales containing both positively and negatively keyed items (Schmitt & Stuits, 1985). 

3. IER can affect the observed relationship between two scales. Depending on the type and prevalence of IER, research 
has found that IER can either weaken (McGrath et al., 2010) or inflate (Credé, 2010; Huang et al., 2024; Huang, Liu, & 
Bowling, 2015) observed relationships between measures. If two assessments both exhibit similar levels of IER, their 
observed relationship may be artificially inflated. Huang, Liu, and Bowling (2015) provide a detailed discussion of the 
mechanisms that produce such inflation effects. When IER changes an assessment’s reliability, criterion-related valid-
ity, or both, stakeholders may make decisions (e.g., selection, promotion) based on untrustworthy results. 
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How to Assess IER

There are many ways to identify IER. Some respondents will provide the same answer to all questions, so some indices 
focus on identifying response patterns. Other respondents will select random answers, so some indices focus on re-
sponse speed or accuracy. Because IER takes multiple forms (see DeSimone et al., 2018; Meade & Craig, 2012), effective 
detection of IER may require the use of multiple assessment approaches. Although this paper does not provide a full re-
view of IER assessment methods, several comprehensive reviews are available (see Curran, 2016; DeSimone et al., 2015; 
Meade & Craig, 2012), and more recently, Huang et al. (2025) reviewed over a decade of research on IER detection in 
organizational science, highlighting empirical inconsistencies and providing recommendations for applied assessments.. 
In this paper, we review three categories of IER indices: (a) attention check, (b) response time, and (c) response pattern 
indices. This subset of indices can effectively assess most forms of IER and each can be easily adopted within most or-
ganizational assessment efforts.2 In Tables 1 through 3, we provide additional information about each of these types of 
indices, including recommendations for best practice.  

Table 1 
Summary of Attention Check Indices
IER index Description and  

example Advantages Limitations
Best practice  

considerations
Infrequency Infrequency measures 

consist of special items 
that have ostensibly cor-
rect responses that are 
uniform across all partici-
pants (e.g., “I have never 
brushed my teeth”; see 
Meade & Craig, 2012). A 
researcher infers that IER 
has occurred whenever 
a participant provides 
incorrect responses to 
multiple infrequency 
items.

• Research supports the 
construct validity of infre-
quency indices as mea-
sures of IER (e.g., Huang, 
Bowling, et al., 2015; 
Meade & Craig, 2012).

• Infrequency measures 
are easy to implement and 
they require no specialized 
statistical skill.

• The infrequency 
approach requires the 
inclusion of additional 
items, thus increasing 
participant burden.

• Assessment stake-
holders (e.g., man-
agement) may object 
to infrequency items 
that include bizarre 
content.

• Include multiple 
infrequency items 
that are distributed 
evenly throughout the 
assessment.

• Avoid using infre-
quency items that are 
overly conspicuous 
when placed among 
the assessment’s sub-
stantive items.

Instructed  
response

Instructed-response 
measures consist of 
special items that direct 
participants to respond 
in a particular way (e.g., 
“To indicate that you are 
paying attention, leave 
this item blank”; see 
Kam & Chan, 2018). A 
researcher infers that IER 
has occurred whenever 
a participant provides 
incorrect responses to 
multiple instructed-re-
sponse items.

• Research supports the 
construct validity of in-
structed-response indices 
as measures of IER (e.g., 
Kam & Chan, 2018).

• Instructed-response mea-
sures are easy to imple-
ment and they require no 
specialized statistical skill.

• Instructed-response 
items are easy for re-
searchers to score, be-
cause each has one clearly 
correct response.

• The instructed-re-
sponse approach re-
quires the inclusion of 
additional items, thus 
increasing participant 
burden.

• Assessment stake-
holders (e.g., manage-
ment) may object to 
instructed-response 
items, because they 
cannot be seamlessly 
embedded into study 
questionnaires.  

• Include multiple 
instructed-response 
items that are distrib-
uted evenly through-
out the assessment.
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  Table 2 
Summary of Response Time Indices

IER index
Description and 

example Advantages Limitations
Best practice  

considerations
Total  
completion 
time

Total completion 
time is the amount 
of time (e.g., num-
ber of seconds) 
that have elapsed 
between when a 
participant begins 
responding to an as-
sessment and when 
he or she submits 
his or her responses 
(see Bowling et al., 
2023). 

• Research moderately sup-
ports the construct validity 
of the total completion time 
index as a measure of IER 
(see Bowling et al., 2023).

• Total completion time is 
easy to implement via most 
electronic data collection 
platforms (e.g., Qualtrics), 
and it requires no special-
ized statistical skill.

• Total completion time re-
quires no additional items, 
thus minimizing participant 
burden.

• Assessment stakeholders 
(e.g., management) are un-
likely to object to the total 
completion time index.  

• Total completion time 
unfortunately, provides 
a coarse assessment of 
IER, since it only captures 
consistently fast respond-
ing throughout the entire 
survey.

• Total completion time 
can only be computed 
when data are collected 
using a platform (e.g., 
Qualtrics) that records 
completion time.

• Researchers 
should apply a 
natural log transfor-
mation to address 
positively skewed 
total completion 
time data (see Bowl-
ing et al., 2023).

Page time Page time assesses 
the extent to which 
participants respond 
excessively fast to 
individual question-
naire pages (see 
Huang et al., 2012). 

• Research supports the 
construct validity of the 
page time index as a mea-
sure of IER (see Bowling et 
al., 2023).

• Page time is easy to im-
plement via most electronic 
data collection platforms 
(e.g., Qualtrics), and it 
requires no specialized 
statistical skill.

• Page time requires no 
additional items, thus mini-
mizing participant burden.

• Assessment stakeholders 
(e.g., management) are un-
likely to object to the page 
time index.  

• Page time can only be 
computed when data are 
collected using a platform 
(e.g., Qualtrics) that re-
cords completion time.

• To compute page 
time, researchers 
must administer 
their assessment 
across multiple 
questionnaire pages 
and record response 
time values sepa-
rately for each page.



SIOP White Paper Series SIOP White Paper Series 

5

Table 3 
Summary of Response Pattern Indices

IER index Description and example Advantages Limitations
Best practice  

considerations
Long strings Long string indices equates 

IER with the presence of 
identical responses across 
several consecutive items (see 
Johnson, 2005).

• Research moderately 
supports the construct 
validity of the long 
string approach to as-
sessing IER (see Meade 
& Craig, 2012).

• The long strings 
approach requires no 
additional items, thus 
minimizing participant 
burden.

• Assessment stake-
holders (e.g., man-
agement) are unlikely 
to object to the long 
string approach.

• Captures only one 
specific form of IER—
providing identical 
responses across 
consecutive items. 

• Long string indi-
ces do not capture 
excessive variability 
across a participant’s 
responses.

• Long string indices are 
only appropriate when 
used to examine respons-
es to consecutive items 
that reflect two or more 
distinct constructs.

Intra-individual 
response variability 
(IRV) index

The IRV index (see Dunn et al., 
2018) is a participant’s with-
in-person standard deviation 
of responses across an item 
set. It thus equates IER with 
low variability across a given 
participant’s responses.

• Research supports 
the construct validity 
of the IRV index as a 
measure of IER (see 
Dunn et al., 2018).

• IRV captures forms 
of excessive response 
uniformity that are 
overlooked by long 
string indices.

• The IRV index re-
quires no additional 
items, thus minimizing 
participant burden.

• The IRV index is easy 
to implement and 
requires no specialized 
statistical skill.

• Assessment stake-
holders (e.g., man-
agement) are unlikely 
to object to the IRV 
index.  

• IRV does not capture 
excessive variability 
across a participant’s 
responses.

• The IRV index is only 
appropriate when used 
to examine responses to 
consecutive items that re-
flect two or more distinct 
constructs.
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1. Attention check indices. Attention check indices are designed to detect IER using “easy” questions with obvious an-
swers. The rationale is that if participants are paying attention, then they will get these questions right (see Huang, Bowl-
ing, et al., 2015; Maniaci & Rogge, 2014; Meade & Craig, 2012). Here, we review two types of attention-check measures: 
(a) infrequency indices (also known as “bogus items”), and (b) instructed-response indices. 

1a. Infrequency items. The term “infrequency” refers to the idea that people who select response options rarely 
chosen by others may be engaging in IER. Sample infrequency items include “I have never brushed my teeth” 
(Meade & Craig, 2012) and “I work 14 months in a year (Huang, Bowling, et al., 2015). It is safe to assume that 
both of these statements are false for all respondents. Therefore, respondents who agree with either of these 
items are likely not paying attention and therefore exhibiting IER. Responses to infrequency items are coded 
dichotomously as either “correct” (scored a “0”) or “incorrect” (scored a “1”). In the sample items above, indicat-
ing any kind of disagreement (from Slightly Disagree to Strongly Disagree) would be scored as “correct,” where-
as failing to do so would result in a score of “incorrect” (Huang, Bowling et al., 2015). The researcher computes 
an overall infrequency score by summing these recoded values. Ideally, a given study questionnaire would 
include multiple infrequency items to assess IER at various points throughout the assessment, evenly dispersing 
these items across the assessment. Infrequency items should be written to blend seamlessly with the study’s 
substantive items, and the researcher should include a mix of positively scored and negatively scored infrequen-
cy items (in the former, agreement indicates IER; in the latter, disagreement indicates IER).  

1b. Instructed-response indices. Instructed-response indices direct participants to provide a particular response (see 
Kam & Chan, 2018). Example instructed-response items include “For this item, please select slightly agree” and 
“To show that you are paying attention, please leave this item blank.” Instructed-response items are also scored 
dichotomously: Participants receive a score of “1” for each item to which they do not follow the instructions; 
they receive a score of “0” for each item to which they follow the instructions. The researcher computes a total 
instructed-response score by summing the number of incorrect responses. As with infrequency items, research-
ers should distribute multiple instructed-response items throughout their assessments. 

2. Response time indices. Response time indices simply measure how long a respondent takes when completing an assess-
ment (or portions of an assessment). The rationale is that if participants are “speeding” through the assessment, then they 
are likely exhibiting IER. This is because reading the questions and responding thoughtfully should require more time than 
skimming or ignoring the questions. Response time indices are easily implemented using electronic data collection plat-
forms (e.g., Qualtrics) and can be used without the respondents knowing they are being timed. This approach to assessing 
IER can be used in two different ways: (a) total completion time and (b) page time (see Bowling et al., 2023). Total comple-
tion time is the amount of time (e.g., number of seconds) that has elapsed between when a participant begins responding 
to an assessment and when he or she submits his or her responses. This measure provides a single, coarse assessment of 
IER that captures consistently fast responding throughout the entire survey. As a result, this index cannot detect respon-
dents who have sped through much of an assessment but lingered on some parts of it (or taken mid-assessment breaks).  

Attention check indices 
are designed to detect IER 

using “easy” questions 
with obvious answers. 
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Page time, in contrast, requires researchers to record the amount of time participants spend responding to individual ques-
tionnaire pages (see Huang et al., 2012). The response time for each page is then recoded to reflect whether the participant 
was excessively fast in responding. Although page time is still somewhat coarse (i.e., it cannot detect respondents who take 
midpage breaks), it is more capable of detecting when and where a respondents may have exhibited IER during the course 
of a survey. A convenient cutoff proposed by Huang et al. (2012) was a rate of 2 seconds per item3: on each page, faster 
response rates are coded “1” to indicate the presence of IER, whereas slower response rates are coded “0” to indicate the ab-
sence of IER. When completing a questionnaire page that includes 20 items, for example, participants who spend less than 40 
seconds responding would be flagged as having engaged in IER on that page. A total page time score is computed by counting 
the number of pages on which a participant violated the 2-seconds-per-item rule. 

3. Response pattern indices. Response pattern indices measure IER by identifying respondents who consistently respond in 
very similar ways, even to distinct questions. The rationale is that the “easiest” or “lowest effort” method of completing a sur-
vey simply involves selecting the same response to each item or alternating between responses in a pattern. Here, we describe 
two types of response pattern indices—(a) the long string index and (b) the intraindividual response variability (IRV) index. 

3a. The long string index. The long string index simply counts the number of consecutive identical responses a 
respondent selects (see Johnson, 2005). Selecting strongly disagree for 20 consecutive items, for instance, could 
indicate that a given participant has engaged in IER, particularly when those 20 items (a) contain both positively- 
and negatively keyed items or (b) assess two or more conceptually distinct constructs. For practitioners familiar 
with statistical programs and analysis, the longstring index can be automatically computed in R using the “care-
less” package. The computation is relatively straightforward. Simply count the number of consecutive identical 
responses on each survey page. Once you have these counts for each page, the longstring index can be comput-
ed as either the average of these counts or the maximum of these counts (Meade & Craig, 2012).

3b. The IRV index. The IRV index (Dunn et al., 2018, see also Marjanovic et al., 2015) is calculated for each respondent 
as the standard deviation of their scores across items on the assessment. This index is relatively simple to compute 
and interpret for practitioners familiar with basic statistics. Like the longstring index, IRV is intended to capture 
overly consistent responding. IRV, however, is more flexible than is the longstring index. Consider the prior example 
of a respondent indicating “strongly disagree” (coded as a score of “1”) to 20 consecutive items. This would result 
in an IRV of zero. If that respondent responded to a single item with “disagree” (coded as a “2”), it would break 
the longstring, but the IRV would remain low (0.22). If the respondent alternated between “strongly disagree” and 
“disagree,” IRV would still remain somewhat low (0.51). The range of IRV depends on the number of questions and 
response options. (For a 20-question, 5-option assessment, it ranges from 0 to 2.05.) Dunn et al. (2018) recommend 
reviewing the IRV scores for every respondent and screening those whose scores are particularly low. However, as 
with the long string index, the item sets used to compute the IRV index should ideally comprise several distinct con-
structs and/or both positively and negatively keyed items. This is important because even attentive participants may 
display little variability in their responses to single-construct assessment with all items scored in the same direction.  

IER Mitigation Strategies

In this section, we describe strategies for minimizing the effects of IER. Such strategies have important practical impli-
cations, because they may help practitioners and researchers improve the accuracy of the conclusions drawn from their 
data. These strategies involve (a) the detection and deletion of high-IER data, and (b) the prevention of IER.
   
Detection and Deletion of High-IER Data

One approach to combatting IER involves assessing IER (e.g., by using one or more of the indices we described in the 
previous section) and then omitting data from any respondent who has engaged in excessive levels of IER (see Huang et 
al., 2012). Several practical issues should be considered when using this approach. First, the value of the cut score used 
to distinguish between attentive and inattentive responses should be determined before data analysis begins. Cut scores, 
ideally, should be tailored to each individual study. To facilitate this process, it may be necessary to first conduct a pilot study 
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that includes the same substantive measures and 
uses the same type of sample that will be used 
in the main study. Ideally, the pilot data would 
be collected from highly motivated respondents 
and, when feasible, include a subset of respon-
dents that the researcher has asked to engage in 
IER (see Huang et al., 2012, Study 1). Such pilot 
data could be used to identify a specific cut score 
value that accurately differentiates between 
attentive and inattentive respondents. When a 
pilot study is not feasible, a rational approach 
(see Huang et al., 2012) may be adopted to iden-
tify and exclude the more egregious end of the 
IER continuum, which has been shown to exert 
disproportional impact on study conclusions 
(Huang & DeSimone, 2021).  

Although effective, the detect-and-delete approach has two main limitations. First, the approach requires the omission 
of some respondents, thus lowering the study’s final sample size and threatening statistical power. Users of psychological 
measures may reasonably be wary of deleting collected data, particularly when a significant amount of time, effort, or 
resources is required to collect data from each individual participant. Practitioners should always carefully weigh the costs 
of decreasing sample size against the potential costs of including low-quality data in an analysis. Second, the detect-and-de-
lete approach may result in the systematic loss of particular kinds of respondents, thus harming the representativeness of 
the study’s final sample. Such effects on sample representativeness occur because some participants may be predisposed 
to habitually engage in IER, particularly those who are low in conscientiousness, extraversion, agreeableness, or emotion-
al stability (Bowling et al., 2016, Study 4), or those high in implicit aggression (DeSimone et al., 2020). Therefore, deleting 
respondents who exhibit IER may bias assessment results in undetectable ways and/or limit the extent to which assessment 
results are representative or widely generalizable. 
          
Prevention of IER

A second mitigation approach focuses on IER prevention. Such an approach offers potential advantages over the de-
tect-and-delete approach because prevention minimizes the loss of respondents due to excessive IER. Retaining more 
respondents yields larger samples, higher statistical power, and potentially less bias in assessment results. The most promis-
ing IER prevention strategies introduce incentives for responding attentively. It may be possible to incentivize attentiveness 
in some settings using warnings (see Huang et al., 2012). Respondents could, for example, be warned at the beginning of 
the assessment that IER is being monitored and that some form of punishment may be imposed on those who are found to 
have engaged in IER (Bowling et al., 2021). Stern warnings may not be advisable when assessing employees or customers, 
especially when participation is voluntary. In these situations, a benign warning may be more appropriate (Huang, Bowling, 
et al., 2015). In this latter type of warning the researcher simply notes that he or she will monitor the participant’s level of 
attentiveness without threatening any sanctions for engaging in IER. Alternatively, a researcher may use rewards to incentiv-
ize attentive responding. A gift card, for example, could be awarded to respondents who are not flagged for IER, or the most 
attentive respondents could be entered into a raffle for a larger prize (Gibson & Bowling, 2020). 

Beyond incentives, two administrative features have demonstrated some potential to prevent IER (see Bowling et al., 
2021; Meade & Craig, 2012). First, we recommend administering assessments in person with a proctor or other respon-
dents in the room. Compared with remote (i.e., online) assessments, in-person assessments may yield more attentive 
responses for two reasons. First, direct interpersonal contact with respondents may allow test administrators to more 
effectively apply persuasion tactics that encourage attentive responses. Second, within an in-person assessment, admin-
istrators have greater control over distractions. They can, for instance, ask respondents to surrender their smartphones 
during the assessment administration. Controlling distractions is much more difficult within a remote setting.  

Although effective, the detect-and-   
delete approach has two main  

limitations:
1. the approach requires the omission 

of some respondents
2. it may result in the systematic loss 

of particular kinds of respondents
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The use of shorter assessments can also help prevent IER. Simply put, lengthy assessments may cause test takers to become 
fatigued, thus undermining the motivation and ability needed to provide attentive responses (see Bowling et al., 2021). Distrac-
tions may also become more alluring over the course of longer assessments. We do not recommend sacrificing measurement 
quality for the sake of shortening an assessment, but practitioners should explore strategies to maximize respondent focus. 
Ideas include breaking the assessment into multiple shorter sessions, finding high-quality short forms of assessments, or sched-
uling assessments in a manner that ensures respondents are not in a hurry to complete the assessment as fast as possible. 

Summary

IER is a widespread problem that compromises data quality. Ignoring IER poses high risk for unknowingly collecting 
low-quality data, which can lead to flawed conclusions and poor organizational decisions. The current white paper describes 
a set of IER measures that are effective and easily employed within most data collection efforts. These measures help iden-
tify and potentially screen out inattentive participants, thereby improving data quality. Additionally, we suggest designing 
data collection efforts to mitigate IER. In doing so, organizational researchers and practitioners can be more confident in the 
quality of the data they collect, the analyses they conduct, the conclusions they draw, and the decisions they make. 

Notes

1 Researchers have used various terms to refer to this behavior, including “insufficient effort responding” (Huang et al., 
2012), “careless responding” (Meade & Craig, 2012), “random responding” (Credé, 2010), and “participant inattention” 
(Maniaci & Rogge, 2014).
2 We omitted some IER indices from our current discussion because they have questionable validity. Self-reported IER 
(see Maniaci & Rogge, 2014), for instance, may be an ineffective assessment approach because its validity depends upon 
the tenuous assumption that inattentive participants will provide careful and honest responses to self-report items, 
including questions related to their response effort or quality. We omitted other IER indices from our discussion because 
they may be impractical for many applied settings. Inconsistency indices (e.g., psychometric synonyms and antonyms; 
see Meade & Craig, 2012), for instance, may be impractical because they require the inclusion of many item pairs—a 
requirement that is untenable when using brief assessments.   
3 Research has indicated that an appropriate cut off may depend on item length (Wood et al., 2017). Two seconds is a 
reasonable cut off for most self-report questionnaires with item stems containing a single phrase or sentence. However, 
a shorter cut off may be appropriate for single-word items such as those on the PANAS (Watson & Clark, 1999). Bowling 
et al. (2023) found that the page time index provided superior detection of IER than did total completion time. Further-
more, they suggested the use of 1.5-seconds-per-item cutoff for short or medium length items and 2-seconds-per-item 
cut off for relatively longer items. A longer cut off may be necessary for longer questions such as situational judgment 
tests or conditional reasoning tests where the item stem contains multiple sentences or paragraphs.
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